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ABSTRACT

A new parallel pipelined feed forward architectéwe real-time signal is proposed. A hardware oeentadix-2
algorithm is derived by integrating a twiddle factdecomposition technique in the divide and congapproach.
The butterfly structure of radix-2 algorithm is nifded in accordance with the flow of signal. Theanbutterfly structures
are designed to handle the hybrid data path wtocisists of real & complex data paths. The propeggaoach which can
be extended to all radiX:based DITFFT & DIFFFT algorithms. The zero frequeis computed without processing the
zero input data. The symmetry property is applieaiol minimize the stage computation in half of #etual stage.
The proposed radix‘2feed forward architectures need to use fewer harelwesources in hardware architecture.
The proposed radix“2architectures lead to low hardware complexity wigispect to adders and delays. The N-point
4-parallel radix-2 architecture requires 4(lagN-1) complex multipliers, logN real adders and N-1 complex delay

elements.
KEYWORDS: DITFFT & DIFFFT Algorithms, Fast Fourier TransforfaFT)
INTRODUCTION

The Fast Fourier Transform (FFT) is an essentgdrithm in digital signal processing. It is empldyi@ various
applications such as radar, wireless communicatinaedical imaging, spectral analysis, and acousfi@st Fourier
Transforms have been implemented on different @iat§, ranging from general purpose processorsdoialy designed
computer chips. There are two main types of pigelimrchitectures: feedback and feed forward. Onotiee hand,
feedback architectures are characterized by teeidtfack loops, i.e., some outputs of the buttsréiiee fed back to the

memories at the same stage.

Feedback architectures can be divided into two rtygias of pipelined architectures: feedback and feeward.
On the one hand, feedback architectures are cleaicaed by their feedback loops, i.e., some outpbithe butterflies are
fed back to the memories at the same stage. Feedbeltitectures can be divided into single-patlagdéedback which
process a continuous flow of one sample per clgcke¢c and multi-path delay feedback or paralletifiesck which process
several samples in parallel. There has been amasirg interest in the computation of FFT for neslied signals, since
virtually most of the physical signals are realeTrieal valued signals which are of prime importaimceeal-time signal
processing exhibit conjugate symmetry giving riserédundancies. This property could be exploitedemuce both
arithmetic and memory complexities. The RFFT playsmportant role in different fields such as comination systems,

biomedical applications, sensors and radar sigmalgssing.
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A low complexity implementation of RFFT can reddbe power consumption in implantable or portableiass.
Even though specific algorithms for the computatidrthe RFFT have been proposed in the past, thigeeithms lack
regular geometries to design pipelined architestufe novel approach to design efficient pipelinedhiéectures for
RFFT was presented for the first time in. This &edture is obtained by modifying the radix-2 flgnaph to achieve real

data paths and processes 4 samples in parallel.

This approach is specific to radix-2 algorithm amds limited to a 4-parallelarchitecture. A genapproach
which can be extended to other radixa®jorithms is needed to take advantage of lessdauof multiplication operations

in higher radix algorithms.
RADIX-2?DIF FFT ALGORITHM

By the observations made in last section the mesirable hardware orientedgorithm will be that it has the
same number of non-trivial multiplications at ther® positions in the SFG as of radix-4 algorithng, has the same
butterfly structure as that of radix-2 algorithni$he clear derivation of the algorithm in DIF fornithv perception of

reducing the hardware requirement in the contepelpie FFT processor is, however, yet to be desop

The DFT of size N is defined by

N-1
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Where W, denotes the N th primitive root of unity, with @gponent evaluated modulo N. To make the derimatio

of the new algorithm clearer, consider the first&ps of decomposition in the radix-2 DIF FFT tbget
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The key idea of the new algorithm is to proceedstheond step decomposition to the remaining DFTficants,

Nog+ng )k
including the “twiddle factor’Wﬁ;“ln2 sk to exploit the exceptional values in multiplicatibafore the next butterfly is

constructed. Decomposing the composite twiddleofaahd observe that
=1

-1
"“»p = E =hﬂ_j!ﬁﬂnp1 Ep = E Iﬂnﬂf_jﬁw
nal} ) (4)

Index Copernicus Value: 3.0 - Articles can be sernb editor@impactjournals.us




Design of Parallel Pipelined Feed Forward Architeaire for Zero 201
Freguency & Minimum Computation (ZMC) Algorithm of FFT

x0 X0

x1 / X1
x2 j Sr&llge I Srszlge :4 X2
x3 X3
x4 X4
x5
X6
x7

] X5
conjugate [ | X6
M X7

Complex

Figure 1: Different Stages of Computation

Radix-Z algorithm has the feature that it has the sameipliohtive complexity as radix-4 algorithms, buils
retains the radix-2 butterfly structures. The nplitiative operations are in a such an arrangentattdnly every other
stage has non-trivial multiplications. This is aaf structural advantage over other algorithms wpieeline/cascade
FFT architecture is under consideration.
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Figure 2: Feedforward Structure Radix-Z DIF FFT

In the first step, the FFT flow graph is modified lemoving the redundant samples. Most of the agges in
literature compute the frequencies with indexe<0k#/2]. Figure 2 shows the flow graph of 16-pdiT decimated in

frequency. The boxed regions show the redundanplesmvhich can be removed from the flow graph.

These samples and the corresponding computationbeaemoved from the flow graph. The flow grapteaf
removing the redundant samples will be irreguldnisTlow graph is suitable to implement efficientplace architectures,

but not for efficient pipelined architectures.

Figure 3 shows the modified flow graph which isaibéd by rearranging the imaginary operations atglof

redundant operations. All the edges in Figure Ye@at i.e., the data have been separated int@nebimaginary parts.

The continuous edges compute the real parts anbdrtiten edges represent the computations of thgimagy
parts. The output samples of the flow graph incladetter (r or i) to indicate if the value corresps to the real part or the

imaginary part of the output.

Further, in higher point FFTs, a complex samplal(asmd imaginary components computed separately)rmaad

to be multiplied by a complex twiddle factor, i.a.full complex multiplier is required.
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Figure 3: Adapted Flow Graph of a Radix-ZDIF FFT

In that situation, the proposed modifications witit lead to a regular flow graph. This problem barsolved by
reordering the data before the multiplier to havere&sponding samples at the input of the multipdiethe same time.
At the architecture level, this problem can be edhby introducing an extra stage of reorderinguifirbefore the
multiplier. We modify the multiplier stage similao that of the butterfly stage by adding a reomigrcircuit.

This will increase the latency by a few cycles ahd number of delay elements depending on the sahgehich
multipliers are required.

PROPOSED ARCHITECTURES

In this section, we present 2-parallel and 4-paraichitectures for real FFT computation basedaatix-2* and

radix-2* algorithms using the proposed methodology.

2-Parallel Architecture

Figure 4 shows a general N-point 2-parallel architee based on the radiX-glgorithm, where N is a power of 8.
The bottom part will be repeated jo§-2 times. In general, for an N-point RFFT, withpgéwer of 2, the 2-parallel
architecture requires 2ledN real adders, lagN-1 complex multipliers, 2 (lagN-1) CSD(W &) multipliers and

3N/2-2 real delay elements. Few extra delays ayeired for interchanging real and imaginary compuaséefore twiddle
factor multiplications.

4-Parallel Architecture

Figure 5 shows a general N-point 4-parallel architee based on radix2lgorithm, where N is a power of 8.
The bottom part will be repeated times. In a gdrmase of N-point RFFT, the 4-parallel architectrequires 4logN real

adders, 2 (logN-1) complex multipliers, 4 lagN-5 CSD W multipliers and 7N/4-4 delay elements.
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Figure 4: Proposed 2-Parallel Architecture
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Figure 5: Proposed 4-Parallel Architecture
SYNTHESIS RESULTS

The architectures depends on the required numbenutiipliers, adders, delay elements. The perfoiceais
represented by throughput. The proposed designstha&reonly specific approaches for the computatiénRE&EFT.
The symmetric property in proposed method is usadduce the hardware requirement.

The proposed architectures are feed-forward. Thpeliping stages are added as necessary to inctbase
frequency of operation. Much parallel pipelinedhaecture to compute FFT with complex inputs hagerbproposed in
the literature based on radix* @gorithms.

Figure 6

Table 1

Algorithm | Radix-2?
FFT Size 16
Frequency| 200MHZ
Area 2132um
Power 5.2mW
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COMPARISON OF FFT

Figure 7

The comparison of Fast Fourier Transform & Realuéabignal Fast Fourier Transform can be done forvkmg

the computation time. And also we can improvisediwecept by changing some parameters.
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Figure 8

This parallel pipelined feed forward architecturgper has presented to design efficient architestéoe the

computation of RFFT. The computation can be coreglély limiting the signal flow graph diagram ineat & imaginary

paths. This approach is mainly used to effectivibzation of memory and to avoid reusability. Thppaoach can be

implemented for higher radix algorithms. Based twn modified flow graph and hybrid data path desigimg radix-2 and

radix-2* algorithms, novel 2-parallel and 4-parallel pipeli architectures are developed. This approachatsm be

designed for decimation-in-time (DIT) algorithmshel same approach is applicable for complex FFT, DHh&

architectures have need of less delay elementsDifaarchitectures.

REFERENCES

1. Niladri Mandal, Souragni Ghosh (2012)Modified Fast FFT Algorithm for OFDM. International Journal of Soft
Computing and Engineering (IJSCE), Vol.1, Issudahuary 2012.

Index Copernicus Value: 3.0 - Articles can be sernb editor@impactjournals.us




Design of Parallel Pipelined Feed Forward Architeatre for Zero 205
Freguency & Minimum Computation (ZMC) Algorithm of FFT

2. Chandan.M, SL.Pinjare, Chandra Mohan Umapthy Chandan M, SL Pinjare (2012). Optimized FFT Design
using Constant Co-efficient Multiplier. International Journal of Emerging Technology and Advanced

Engineering, Vol. 2, Issue 6, June 2012.

3. Senthil Svakumar M & Banupriya M & Arockia Jayadhas S (2012). Design of Low Power High Performance
16-Point  2-Parallel Pipelined FFT  Architecture.  Intermational  Journal of  Electronics,
Communication & Instrumentation Engineering Reskaand Development (IJECIERD). Vol. 2, Issue 3
September 2012.

4. Arman Chahardahcherik, Yousef S. Kavian, Otto Sitobnd Ridha (2011)mplementing FFT Algorithms on
FPGA (IJCSNS). International Journal of Computer Sciermed Network Security, Vol. 11, No.11,
November 2011.

5. Sneha N.Kherde, Meghana Hasamnis(2011). Efficieegtigh and Implementation of FFIhternational Journal
of Engineering Science & Technology, Vol. 3 Issup 310, February 2011.

6. M. Kannan and S.K. Srivatsa(200Zpw Power Hardware Implementation of High Speed FFT Core. Journal of
Computer Science. Vol. 3, Issue 6, 2007.

7. Cooley, James W., and John W. Tukey (198B)algorithm for the machine calculation of complex Fourier
series, Math. Computer. Vol. 19, 1965.

8. C. Rader(1965)Discrete Fourier Transform when the Number of Data Samples is Prime, Proceedings of the
|EEE 56, 1968, Vol. 19, No. 90 (April 1965).

9. Brenner, N.; Rader, C. (1976)A New Principle for Fast Fourier Transformation. |IEEE Acoustics,
Speech & Signal Processing, Vol. 23, Issue 3, 3161

10. Aniket Shukla, Mayuresh Deshmukh(2012pmparative Sudy of Various FFT Algorithm Implementation on

FPGA, International Journal of Emerging Trends in SigPadcessing Vol.1, Issue 1, November 2012.

11. H. Sorensen, D. Jones, M. Heideman, and C. BurtBgal-valued fast fourier transform algorithms,”
|EEE Trans. Acoust., Speech, Sgnal Process., vol. 35, no. 6, pp. 849-863, Jun. 1987.

12. J. Chen and H. Sorensen, “An efficient FFT alganitfior real-symmetric data,” ifProc. |IEEE ICASSP,
Mar. 1992, vol. 5, pp. 17-20.

13. B. R. Sekhar and K. M. M. Prabhu, “Radix-2 decimatin frequency algorithm for the computation oé th
real-valued FFT,1EEE Trans, Signal Process., vol. 47, no. 4, pp. 1181-1184, Apr. 1999.

14. B. M. Baas, “A low-power, high-performance, 1024md-FT processor,TEEE J. Solid-Sate Circuits, vol. 34,
no. 3, pp. 380-387, Mar.1999.

15. M. Garrido, K. K. Parhi, and J. Grajal, “A pipelthé=FT architecture for real-valued signal$fEE Trans.
Circuits Syst. |, Reg Papers, vol.56, no. 12, pp. 2634-2643, Dec. 2009.

16. M. Ayinala, M. Brown, and K. K. Parhi, “Pipelinedamallel FFT architectures via folding transformatio
|IEEE Trans. Very Large Scale Integr. (VLS) Syst., vol. 20, no. 6, pp. 1068-1081, Jun. 2012.

Impact Factor(JCC): 1.3268 - This article can be denloaded from www.impactjournals.us







